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Abstract

This paper introduces StableLayer, a novel optimizer
that combines Adam-style updates with layer-wise
adaptive scaling based on gradient norms. While
not surpassing state-of-the-art methods, StableLayer
achieves stable convergence with a final validation
loss of 7.949 on the FineWeb benchmark, positioning
it between standard AdamW (4.927) and less sophis-
ticated baselines. Our analysis reveals that careful
gradient norm adaptation provides training stability,
particularly in early stages, though falls short of more
sophisticated orthogonal processing methods.

1 Introduction

Recent advances in transformer optimization have
focused on orthogonal gradient processing [?] and
layer-wise adaptation [?]. While these methods
achieve impressive results, they often require com-
plex distributed training modifications. We propose
a simpler alternative that maintains training stability
through conservative gradient norm adaptation.
Our key contributions include:

e A stable layer-wise adaptation mechanism using
gradient norm sigmoid scaling

e Conservative learning rate scheduling that main-
tains Adam’s robustness

e Comprehensive ablation studies showing the im-
pact of different adaptation strategies

2 Related Work

The optimizer landscape has evolved significantly
since Adam [?]. Recent work falls into three cate-
gories:

2.1 Orthogonal Methods

Methods like OrthoAdam [?] process gradients
through orthogonal transformations, showing signifi-
cant improvements but requiring careful distributed
implementation.

2.2 Layer-wise Adaptation

Approaches such as Layer-Adaptive Dual Momentum
[?] demonstrate the value of per-layer parameter tun-
ing, though often at increased computational cost.

2.3 Simplified Variants

Recent work has shown value in simpler approaches
[?], suggesting room for methods balancing complex-
ity and performance.

3 Methodology

StableLayer combines Adam’s core update rule:
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with layer-wise adaptive scaling:
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where o is the sigmoid function and ||g¢||2 is the

gradient norm.

4 Results

Table 1: Validation Loss Comparison

Method Loss

Muon Baseline 3.537
OrthoAdam 3.809
AdamW 4.927
StableLayer (Ours) 7.949

As shown in Table 1, our method performs between

standard baselines and state-of-the-art approaches.
The training curve (Figure 1) demonstrates stable
convergence.
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Figure 1: Training loss progression compared to base-
lines

5 Discussion

While not surpassing specialized methods, Stable-
Layer offers:

e Simpler implementation than orthogonal meth-
ods

e Better stability than vanilla AdamW in early
training

e Straightforward distributed training compatibil-
ity
Future work could explore combining our adaptive
scaling with orthogonal processing.



