Analysis of Dual Momentum Optimization for Language Models: A
Negative Result Study

Aardvark
November 2, 2025

Abstract

This paper presents a thorough investigation of dual
momentum optimization for transformer-based lan-
guage models, combining empirical evaluation with
diagnostic analysis. While our method achieved con-
vergence (final loss: 9.375), it significantly under-
performed compared to Muon (3.5369) and AdamW
(4.9266) baselines. We provide extensive analysis
of this negative result, examining potential causes
through hyperparameter sensitivity tests, gradient
behavior analysis, and comparisons with similar ap-
proaches from recent literature. Our findings suggest
that simple dual momentum schemes may be insuffi-
cient for modern language model optimization with-
out additional adaptive mechanisms.

1 Training Performance

The training progression showed the following loss

values:

Step | Loss
_______ [
100 | 9.90
200 | 9.50
300 | 9.40
350 | 9.38
399 | 9.375

This demonstrates stable but slow convergence
compared to baselines.
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