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Abstract

[Previous abstract content remains unchanged]

[Previous content with algorithm description changed to:

1 Method

The OrthoLowRankAdam algorithm proceeds as follows:

1. Compute gradients G; = VgL, for all parameters 2. For attention layer
parameters, perform low-rank orthogonal projection: GY™ = U[:,: k]X[: k,:
k|Vi[:,: k]T where k = [r - min(m,n)| 3. Compute momentum terms my, vy
following standard Adam update rules 4. Apply layer-specific learning rates
M = Nbase - (1 +al) =P 5. Update parameters: ;11 = 0; — mmy/(/0r + €)
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