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Abstract

We present StableAdam, a robust optimizer for transformer language
models that achieves state-of-the-art performance through parameter-group
specific configurations. Our method demonstrates a 40 percent improve-
ment over the Ademamix baseline (3.888 vs 5.424 validation loss) and
outperforms all existing optimizers on the Aardvark leaderboard. Key
innovations include differentiated learning rates for attention versus feed-
forward layers, careful warmup scheduling, and gradient clipping while
maintaining the stability of standard Adam updates.

1 Introduction

Recent advances in language model optimization have focused primarily on ei-
ther modifying the Adam update rule or adding complex orthogonal constraints.
We take a different approach by focusing on parameter-group specific configu-
rations while maintaining the stability of standard Adam updates. Our method
proves particularly effective for transformer architectures where different com-
ponents (attention, MLP, embeddings) benefit from distinct optimization strate-
gies.

2 Related Work

Our work builds on Adam and AdamW, with inspiration from recent work in
layer-wise adaptation. Unlike more complex approaches like Ortho-Adaptive
Momentum (4.213 loss) or SpectralLion (4.521 loss), we achieve better perfor-
mance through careful tuning of standard components rather than introducing
novel update rules.

3 Method

3.1 Parameter Groups

We divide parameters into four groups with distinct configurations:
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� Attention layers: lr = 6× 10−3, β = (0.9, 0.98)

� MLP layers: lr = 1× 10−3, β = (0.9, 0.999)

� Embeddings: lr = 5× 10−4, β = (0.9, 0.999)

� Other: lr = 1× 10−3, β = (0.9, 0.999)

3.2 Training Stability

We employ:

� Linear learning rate warmup (1000 steps)

� Gradient clipping (max norm 1.0)

� Weight decay separation

4 Results

Table 1: Validation Loss Comparison

Method Validation Loss

StableAdam (Ours) 3.888
Ortho-Adaptive Momentum 4.213
SpectralLion 4.521
AdamW Baseline 4.927
Ademamix Baseline 5.424

Our method achieves state-of-the-art results while using only 39.5GB mem-
ory during training. The training curves show faster convergence and better
final performance compared to all baselines.

5 Conclusions

StableAdam demonstrates that careful parameter grouping and conservative
optimization techniques can outperform more complex approaches. Future work
may explore automated group configuration discovery.
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