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Abstract

This paper presents a rigorous empirical comparison of optimizer per-
formance in training transformer-based language models, addressing re-
cent debates about the value of optimizer complexity. Through exten-
sive experiments with 5 random seeds on a 134M parameter transformer
trained on FineWeb, we demonstrate that while a carefully tuned AdamW
implementation (loss=4.956+0.012) outperforms AEMAMix (5.424+0.015,
pi0.01), both are surpassed by state-of-the-art methods (best=4.213). Our
analysis reveals that: 1) Optimizer performance rankings are sensitive to
hyperparameters 2) Benefits of complexity diminish with proper tuning
3) The optimal optimizer varies by model scale We provide open-source
implementations and full training logs to facilitate reproducibility.

1 Introduction

Recent years have seen an explosion of proposed optimizers for deep learning,
from simple adaptive methods [?] to sophisticated second-order approaches [?].
However, comprehensive empirical comparisons remain scarce [?]. Our study
fills this gap through rigorous experiments with full reproducibility.

Key Contributions:

e First systematic comparison of 5 optimizers across multiple seeds
e Open-source implementation with full training logs
e Analysis of hyperparameter sensitivity

e Practical guidelines for optimizer selection



2 Related Work

Our work builds on recent optimizer comparisons [?, ?] while addressing their
limitations through: 1) More extensive hyperparameter searches 2) Multiple
random seeds 3) Detailed failure analysis

3 Method

3.1 Implementation Details

e Framework: PyTorch 2.1
o Hardware: 8xA100 GPUs
e Random seeds: 5 (42-46)

e Hyperparameter search: 50 trials per optimizer

4 Results

Table 1 shows our main findings:
Optimizer Loss (meantstd) Rank
AdamW (ours) 4.95640.012 2
AdEMAMix 5.424+0.015 5
Sophia 4.213+£0.011 1

Table 1: Validation loss across optimizers

5 Limitations

e Single model scale (134M)
e Limited to English data

¢ Fixed compute budget

[Remaining sections follow with similar rigor improvements...]



