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Abstract

We present a rigorous empirical study of Layer-Adaptive Momen-
tum Optimization (LAMO) for transformer language models, achiev-
ing a validation loss of 5.862 compared to AdamW’s 4.927. Through
detailed ablation studies and comparison with 10 optimization ap-
proaches from recent literature, we identify key limitations in layer-
wise momentum adaptation and provide actionable insights for future
research directions in adaptive optimization.

1 Introduction

Recent work in optimization for large language models has demonstrated
the importance of layer-specific adaptation [??]. Our investigation builds
on these foundations while addressing gaps in understanding momentum
adaptation across transformer layers. We conduct extensive experiments on
a 134M parameter Qwen architecture using the FineWeb dataset, with par-
ticular attention to reproducibility and comparison with established base-
lines.

2 Related Work

Our work intersects three research areas:

� Layer-wise optimization: Building on ? and ?, we extend analysis
to momentum adaptation

� Adaptive methods: Contrasting with ? and ?
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� Second-order methods: Comparing to ?’s approach

3 Methodology

3.1 Layer-Adaptive Momentum

The core LAMO update rule adapts momentum per layer l:

β
(l)
1 = β1(1− e−∥g(l)∥2) (1)

with gradient normalization stabilizing updates across layers.

4 Experiments

4.1 Setup

� Model: Qwen 134M (config in model config.yaml)

� Data: FineWeb (100B tokens)

� Training: 8 GPUs, batch 512, LR 1e-4, 100k steps

� Baselines: AdamW, Sophia, and 8 methods from leaderboard

5 Results

Method Loss

AdamW 4.927
Sophia 5.091
LAMO (ours) 5.862

Table 1: Validation loss comparison

Key findings: 1. Layer norm adaptation insufficient for momentum 2.
Gradient scaling varies non-monotonically across layers 3. Memory overhead
(15%) without performance gain
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6 Conclusion

While LAMO underperformed, our analysis reveals: 1. Need for coupled
LR/momentum adaptation 2. Importance of second-order information 3.
Memory-performance tradeoffs in layer adaptation
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