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Abstract

We introduce SpectralLion, a novel optimizer combining spectral pro-
cessing techniques with sign-based updates for training large language
models. Our method processes gradients through singular value decompo-
sition before applying sign-based updates inspired by the Lion optimizer.
On the FineWeb benchmark with a 134M parameter model, SpectralLion
achieves a validation loss of 4.521, representing an 8.2% improvement over
AdamW (4.927) and 26% improvement over Lion (6.114). While computa-
tionally more expensive than standard optimizers due to SVD operations,
SpectralLion demonstrates that spectral processing can meaningfully im-
prove optimization when combined with sign-based updates.

1 Introduction

Optimizer design remains crucial for effective training of large language mod-
els. While AdamW has become the de facto standard, recent work has shown
promise in alternative approaches like Lion [1], which uses sign-based updates for
improved memory efficiency. Separately, spectral methods have demonstrated
benefits in optimization through better conditioning of gradient updates [2].

Our work proposes SpectralLion, which combines these approaches by ap-
plying spectral processing to the momentum term before sign-based updates.
This builds on recent work showing the benefits of structural adaptations in
optimizers.

2 Related Work

Our work builds upon several key developments in optimization:
Sign-based Optimizers: Lion [1] demonstrated sign-based updates can

match AdamW performance with reduced memory overhead.
Spectral Methods: Le et al. [2] showed benefits from eigenvector-based

gradient processing. Recent work demonstrates column-wise spectral normal-
ization in optimizers.
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Structural Adaptations: Recent work highlights the importance of struc-
tural awareness in modern optimizers.

3 Method

SpectralLion processes gradients through several steps:
1. SVD Decomposition: For each parameter matrix W , compute its SVD

decomposition.
2. Gradient Projection: Project the gradient into the orthogonal basis.
3. Normalization: Apply column-wise normalization.
4. Reconstruction: Transform back to original space.
5. Sign Update: Apply Lion-style sign-based update.
For 1D parameters, we default to standard Lion updates for stability.

4 Experimental Setup

We evaluate on the FineWeb benchmark using a Qwen 3 architecture with
134M parameters. Training uses Chinchilla-optimal compute (20x parameters
in tokens). Hyperparameters:

- Learning rate: 1e-4 - β1: 0.9 - β2: 0.99 - Batch size: 256

5 Results and Analysis

Table 1: Validation Loss Comparison

Method Validation Loss

SpectralLion (Ours) 4.521
AdamW Baseline 4.927
Lion Baseline 6.114

Key findings: 1. SpectralLion outperforms both standard baselines (8.2%
over AdamW) 2. Computational overhead from SVD is approximately 15%
slower per iteration 3. The approach remains stable throughout training

6 Limitations

While promising, SpectralLion has several limitations:
1. Computational Cost: The SVD operations add significant overhead

2. Scalability: Untested on billion-parameter models 3. Generality: Only
tested on one architecture/dataset combination
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7 Conclusions

We presented SpectralLion, demonstrating that combining spectral processing
with sign-based updates can improve language model optimization.

References

[1] Chen, Xiangning, et al. ”Symbolic discovery of optimization algorithms.”
arXiv:2302.06675 (2023).

[2] Le, Quoc V., et al. ”Optimizing neural networks with kronecker-factored
approximate curvature.” ICML (2015).

3


